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Abstract

We present data on coherent o production on nuclear targets and our
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T = Ty) = 71 £ 7 KeV, a result in good agreement with sU(3).
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I. INTRODUCTION

Successes obtained in the application of quantum electrodynamics to atomic
phenomena and to scattering of leptons would suggest that the photon can serve
as a valuable probe for investigating the dynamics of hadronic systems. One
such area of study, that is accessible both to experimental observation and
direct theoretical interpretation, involves radiative transitions of vector mesons
to pseudoscalar mesons (V > P + Y). Straightforward predictions for these
procegses, based on quark models and SU{3) symmetry arguments, are available |
in the literaturel.

In a simple guark model, the lowest~lying meson states are presumed to
be composed of quarks and antiquarks (gg@) in relative S-states. In this
schéme the decay V - P + v is a magnetic dipole transition which can be

represented by the operator
M= ud.. &€ (1)
3

where the summation is over the~quafks in the system, each having magnetic
. - : .

moment uj; k and € are, respectively, the momentum and pelarization of the

emitted photon; EjAare the Pauli matrices. The radiative decay width is

"given by
['{v - P + y) = (phase space factor) x z ]<P|M|V>f2 ' (2)

where all accessible final states are summed over and an average is taken

over the initial states.



Because the wavefunctions for q& systems are not very well known, it
is necessary to make several assumptions when evaluating Eq. (2). In a
nonrelativistic calculation, assuming the long wavelength approximation and
complete overlap between the initial and final state spatial wavefunctions,

Eq. (2) become52

2

T(V+2+y) =2Kp (3)

5|

whe:e. u, defined by Egs. (1) and (2), is the transition moment between
the vector and pseudoscalar states; MV is the mass of the vector pafticle,
and EP is the energy of the recoiling pseudoscalar in the rest frame of V.
Model dependent assumptions can be avoided to a large extent by cal-
culating ratios between similar processes. For exampie, assuming ideal

.. o .
mixing for the w , one can calculate the ratio
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where ka is the recoil momentum of the photon .in the rest frame of the
decaying particle a, and My is the magnetic moment of gquark i. Assuming
that guark moments are proportional to the charges of the quarks, yields

the following prediction:

IiQE_Z_ﬂall.= 0.107 .
Tlw + 7 Y)

\ . . 3,4
(If SU(3) symmetry were exact this ratio would be 1/9.) The previous™’

experimental result for this ratio was:



Tl - T v) _ 35 + 10 Kev
789 + 92 KeV

= 0.044 + 0,014 ,

T > wqy) -
which is over four standard deviations from the prediction. The fact that
the p and y masses are nearly equal has made it difficult to introduce a
dynamical symmetry breaking which could account for this large discrepancy.
It was therefore considered important to remeasure these radiative widths
and, especially, the more controversial value of r(p— - ﬁ—Y}-

Unlike the transition wo - noy, where the branching ratio for the
decay is relatively large (¥8%) and background from other modes not very
serious, the gransition p - w-y has a'branching ratio of < 10“3, and
cannot be measured directly, because of the large background anticipated
from the predominant decay p- > W-Wo » in which one of the photons from
the m° decay is not detected. Studying the inverse reaction Y + T +pP
provides a relatively clean method for determining the decay width
T(p ~ T ¥). This can be accomplished, as shown in‘Fig..la, by coupling
an incident picn to a virtual photon from the Coulomb field of a nucleus
of charge Z (Primakoff effect)s.

The cross section for this pfocess can be written as a function of

the mass of the final state (M) and the square of the momentum transfer

to the nﬁcleus (t), as follows:

i 2
c2 I 2 2 Zmln IFc(t)[ ! (3)
dtd M M - ma t

ac ZZ@ UY(Ya +-b) t -t

where 0 is the fine structure constant, and GY(Ya =+ b} 1s the cross section
for the reaction ya + b. The square of the minimum four-momentum transfer

is given by

- 2 2.2, 2
tmin T (M ma) /4Pa (8)



where m and Pa are, respectively, the mass and the laboratory momentum of
the incident particle. Fc(t) is the electromagnetic form factor of the
nucleus, which contains corrections for scattering and absorption of the
initial and final states. When the final state, b, is a narrow resonance

of mass mb the Coulomb cross section takes the form

3
dg 2J, +1 mb -t .
c _ 2 _ min 2
3 = chl = 8noZ "—""—'—'2Ja+l T'(b » ay) >3 t2 [Fc (t)l . {(7)

T

where Ja and J, are the spins of the particles, and Tc is the Coulomb

b
amplitude.
Electromagnetic production is seen from Eq. (7) to be characterized
by é very sharp forward peak in the differential cross section. Nevertheless,
as a consequence of current conservation for the electromagnetic fieldq
the cross section must vanish at t=tmin. The angular distribution for the
decay products of ‘the final state is completely determined by the fact that
there is a unit change in the helicity at the top vertex of Fig. la. The
natural reference frame for describing these coherent processes is the
Gottfried-Jackson frameT, as depicted in Fig. 1lb. In this frame the decay
o -+ 1 1 should follow the form sinze sin2¢.
Hadronic exchanges can also contribute to the coherent transition a -+ b.
For example, using a pion beam, coherent p producpion can proceed through

exchange of the wo. However, the form of the cross section is quite dif-

. 8
ferent from that for Coulomb production, namely :

dg

3

_5 2
3t |

18]

Y 2
|7 |7 = aTc (et D [F(B) [T, (8)



where A is the nucleon number, CS is a normalization factor for production
on a single nucleon, and Fs(t) is the hadronic form factor of the nucleus,
which, as in the case of Fc(t), contains corrections for rescattering and
absorption. Ts defines the amplitude for the w-exchange contribution to
coherent production.

The electromagnetic and hadronic processes can interfere, and we
therefore write the cross section for coherent production on nuclei in

the form

do _ i¢ v |? (9) -

where ¢ is the relative phase between the Coulomb and strong amplitudes.
Because Coulomb production increases logarithmically with the incident
beam energy, whereas strong production falls (as l/Pa fdr w® exchange) ,
the strong ampiitude, Ts' becomes less important as the incident energy
increases, thereby making the extraction of T'{p -+ T Yy) less model dependent.
Coherent production of tﬁe p_, and of the K*°(890) via the Primakoff
effect have been observed for incident energies in the range of 8 to 23
Gev.9 At these energies hadronic exchanges tend to dominate the production
Process. We have measured the coherent reaction
T A > AT 7 (10)
for different nuclei, at incident beam momenta of 156 GeV/c and 260 GeV/c,
~where on the contrary, Coulomb production is expected to dominate the coherent
cross section.
10

Initial results from this experiment have already been published. For

this paper, which supersedes our previous work, we have reanalyzed the data



and give a detailed account of the method used to measure the radiative. width
of the p-. In Sec. II we describe the experimental technique employed. The
analysis of the data is presented in Sec. I1I, and in Sec. IV we apply our
model, admitting both Coulomb and strong-coherent production, to extract the
radiative width T(p_ -> H‘Y). Tn Sec. V we compare the results of our studies

with theoretical predictions.

II. EXPERIMENTAL TECHNIQUE

A. General considerations

Coulomb production at'high energies typically involves momentum transfers
of several MeV/c. To clearly observe such processes requires very good
angular resolution for both cparged and neutral particles. The séectrometer
shown schematically in Fig. 2 was constructed with this in mindll. Charged-
particle trajectories and momenta were measured using a system of drift
chambers (DWC) and proportional chambexs (MWPC) in conjunction with an
analyzing magnet (BM109). This magnet had an aperture of 8 inches by
24 inches, and an integrated field length of 36.74 kGm, corresponding to
é transverse impulse of 1.103 GeV/c. Energies and positions of photons
were measured using a finely segmented liquid-argon calorimeter.

To minimize background from interactions in material other than the
target, and to reduce the effect of multiple-Coulomb scattering on the
resolution of charged particles, the target was placed in an evacuated
-box. For the same reascons a 250-inch-long pipe downstream of the target
wag also evacuated, and polyethylene bags containing helium gas were
placed in remaining spaces between elements of the spectrometer. The

evacuated decay pipe provided a region from which we could obtain an



unambiguous éample of K > T a° decays, which served as a monitor of the per-
formancé and acceptance of the spectrometer, and provided a normalization for
production cross sections.

Several different nuclear targets were selected to study the scaling
properties of electromagnetic and hadronic production processes., Two thick-
nesses of lead and copper were used to check that we were making proper cor-
rections for target-dependent effects, such as photon conversion and pion
absorption. The properties of the targets used in this exXxperiment are pre-
sented in Table I. The target thicknesses were chosen mainly to limit the
absorption of photons and minimize the effect of multiple-Coulomb scatter-
ing on'the resolution of charged-particle trajectories.

The exéeriment was performed at Fermilab in the M-1 secondary beam-line;
this beam was produced at an angle of 3.9 mr relative to a 400 GeV/c primary
proton beam ﬁhat impinged on a beryllium target. The incident-particle flux
at the experimental target was composed of 94% ﬂ-, 4.5% X , and 1.5% 5 at
156 GeV/c, and 98% T , 1.5% K , and 0.3% D at 260 GeV/c. These particle
types were identified by means of three Cherenkov counters located upstream
of our spectrometer.' The beam trajectory was defined by two sets of pro- |
‘portional chambers (J1 and J2), each consisting of two X- and two Y-planes
with 1 mm wire spacings. The angle of the bean trajectory was determined

to a precision of + 0.03 mr.

"B. Drift chambers

Each of the DWC modules, D1-D4 in Fig. 2, was composed of three pairs
of drift chambers, with members of a pair offset by half of a drift cell

with respect to each other (to aid in.resolving the ambiguity as to which



side of a sense wire a particle travexsed). 1In modules Dl and D2 sense
wires were oriented vertically, horizontally, and + 30° to the vertical.
The wires in D3 and D4 were oriented vertically and + 18.5° to the vertical.
The spacing between sense wires in all planes was 0.8 inches.

The drift times of signals from these chambers were digitized relative
to a scintillation-counter trigger. Under typical operating conditions
one count corrésponded to a drift time of about 2 nsec, or to a distance of
about 0.1 mm. Given a sighal on wire n, the digital count, c was con-

verted to spatial coordinate, x, by applying the formula
= + n*s % . °
x=x +n's iV (bn +9 cn) p (11)

where the two signs indicate the two ambiguities; s is the spacing between
sense wires, taken to be 0.8 inch for all wires {(the spacings were found
to be good to + 0.001 inch); X is an offset corresponding to the position
of the first wire in each plane, and v is the drift velocity of electrons
in the gas. The pa;ameters X, and v were determined by minimizing the X
for straight—liﬁé‘fits to tracks resulting from K =+ T 7 decays. The .
calibration constants bn and 9, correspond, respectively, to an offset and
a gain for converting from digital counts in channel n to drift time.
Prior to writing each data tape, bn and g, were determined for each channel
by triggering the electronics with a series of pulses of known relative
timing and fitting a linear equation to the resulting data.

From £its to charged tracks from X - W‘ﬁo events, the resolution of
the drift chambers was determined to be 0 = 0.20 mm {standard deviation

per plane) for tracks outside the beam region, and 0 = 0.26 nm for tracks
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in the region of the beam (diameter =~ 1 cm). This deterioration in resolu-
tion in the beam region can be attributed to an accumulation of space charge,
which modifies the electric field in the vicinity of the beam. For moét

of our data, the trajectories of the secondary charged tracks were outsgide
of the beém region and, consequently, this deterioration had only minimal
effect on the results. The angular resolution for tracks outside the beam'
region was v .06 mr,'and the momentum resolution for charged particles

was Op/p v 8 X 10_5 p (where p is in GeV/c).

c. Liquid-argon calorimeter

- The liquid-argon calorimeter (LAC) is depicted schematically in

Fig. 3. This detector was composed of alternating layers of 0.080 inchl
thick lead sheets and 0.063 inch thick copper-clad (v 0.00l1 inch thick cu)
G-10 circuit boards separated by 0.080 inch of liquid argon. The lead
sheets were held at a potential ofwl.S kV relative to the copper-clad
éoards. These circuit boards had 0.5 inch wide strips etched on both
sides and oxiented horizontally or vertically on alternate boards. The
vertical strips extended the full lengths of the boards, while the hori-
zontal strips were separated into left and right halves. A total of 61
cells were assembled, providing a thickness of 24.5 radiation lengths and
l.6 proton-interaction lengths. The detector was divided into front/back
and left/right sections. Within each section all strips with the same X
or same Y coordinate were connected to a single amplifier so as to sum
the energy along the Z direction.

When the event trigger was satisfied, each amplifier channel was

sampled for pulse height information at two times that were separated by
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400 nsec (the intrinsic risetime of the input signal was approximately 250 nsec).
The difference between these two levels was taken to be proportional to the
energy deposited in that LAC strip.12 Signals above a preset threshold,
corresponding to a calibrated enexgy deposition of about 100 MeV per channel,
were digitized and written onto data tape.

The LAC amplifiers were tested and calibrated before each data run. A
signal of known amplitude was applied to the input of each channel to measure
the gain of the amplifier, and a pedestal (offset) was measured by tempo-
rarily setting the digitization threshold to zero. Prom these measurements
it was determined that no time-dependent correction‘was necessary for the
gaing. Pedestal levels were subtrécted from the digitized level for each
channel on an event by event basis.

In order to determine the absolute value of the gain for each channel,
calibration data were taken with the beam monmentum set to 50 GeV/c and one
of the Cherenkov counters tuned to identify electrons. The drift chambers
and the BM109 magnet were used to dgtermine the momentum of the electrons
to compare with the energy measured in the ILAC.

Additional checks of the performance of the IAC were provided by studies
of electron-Bremsstrahlung events accumulated during normal data taking. The
energy resolution of the LAC is indicated in Fig. 4a. The dashed line cor-
responds to a resolution Ug = 0.18 + (0.20)2E (where E is in GeV). These
electron data were used to align the LAC with respect to the rest of the
spectrometer, as well as to measure the position resolution of the LAC.
Figure 4b shows a distribution for the difference between the position of
an electron as calculated by the LAC (XLAC)' and as predicted by the drift
chambers (XDC). {The algorithm used to determine XLAC is described in

Sec. III.B.) Taking the drift-chamber resolution into account implies a
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spatial resolution for the LAC of 0.7 mm (standard deviation per projected

coordinate).

D. Trigger electronics

The ﬁrigger for the experiment was designed to select coherent inter-
actions that had one charged particle and at least one photon in the final
state. The arrangement of counters used to define the trigger is depicted
gchematically in Fig. 5. The incident beam was defined by the coincidence
BO*Bl°B2+B3*BH. The counter BH had a 0.625 inch diameter hole centered on
the target. The B2+*B3 coincidence was used to form a + 200 nsec deadtime
gate around the trigger pulse. This was done in order to minimize dif-~
ficulties in reconstructing data from the drift chambers. The digitizers
were capable of recording only one hit per drift wire per trigger, which
meant that a second particle that appeared within the 200 nsec drift-time
interval could produce hits not associated with the event of interest. Re-
quiring a separation of 200 nsec between beam particles contributed about
10% deadtime in the trigger for B2+B3 intensities of 3 X lO5 particles
per second.

The inset in Fig. 5 shows the arrangement of counters surrcunding the
target. For coherent interactions, entire nuclei recoil with typical momenta
of less than 100 MeV/c; such momenta are not high enough for the nuclei to
_leave the target. To enhance triggers from reactions of this type, we used
counters composed of sandwiches of lead and scintillator (V1-V4 and H) in
veto. This suppressed the majority of interactions which involved multi-
particlg production and nuclear breakup. The S-counter, located eight inches
downstream of the target, was used to determine the number of charged par-

ticles leaving the target in the forward direction. Minimum and maximum
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discriminator levels were set to select events that had one charged particle
emerging from the target. This entire assembly was housed in an evacuated
box. Additional sandwiches of lead and scintillator, Al, AZ, and AM, were
used as vetos to define the geometrical acceptance of the spectrometex; this
was basically limited by the aperture of the analyzing magnet.

Because the targets we used were typically a few percent of a collision
léngth thick, most of the beam passed through them without interacting. The
BA counter, a 1.125 inch diameter scintillator, placed just in front of the
LAC,'ﬁas used to veto events that had charged particles in the region of the
unscattered beam. In addition, for much of the data, the BA veto was sup-
plemented by a larger veto counter (VE). This (two inch high by four inch
wide) counter suppressed additional background triggers due to small angle
elastic scattering in the target.

Material downstream of the target (chambers, scintillation counters,
etc.) corresponded to a total thickness of Vv0.03 of a collision length; this
was comparable to the thickness of the target. Triggers due to interactions
in this material were not rejected efficiently enough by the BA and VE
counters. To suppress such unwanted events, we formed a matrix betwéén‘the
signals from the X-planes of the beam chambers (J1 and Jé) and the central
1.2 inch region of the proportional chamber located just downstream of the
decay pipe (Pl). BAn event was vetoed whenever the matrix requirement was
satisfied; namely. whgn trhe angle of the outgoing track (in Pl) deviated by
‘less than 0.3 mr from the beam track (as defined by the X-projection of the
J chambers). To prevent rejection of particles that had a small angle in
the X-projection but a large scattering angle in the vertical plane, a one
inch diameter counter, BV, was placed just downstream of the Pl chamber and
required to be in coincidence with the matrix signal if the event were

to be wvetoed.
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In order to restrict triggers to those with one charged particle in
the final state, fast logic signals were formed using the Pl and P2 chambers
to count the number of charged tracks that passed through the apparatus.
Signals from the two offset Planes in each chamber were interleaved to re-
duce the effective wire spacing by a factor of two. A track was defined by
‘the presence of signals on a gontiguous group of these interleaved wires, if
the group was separated from neighboring groups by at least one signal~less
wire. The trigger was satisfied when either one or two tracks were found in
the Pl system, and one, two, or three tracks in the P2 system. -~ We used
such conservative requirements in order not to be sensitive to background
due to noise pulses, $-rays, and, in P2, ambiguities due to tracks that
tra&ersed this chamber at large angles.

To satisfy the full p trigger, in addition to the charged-track c¢riteria,
mere than 10 GeV of enefgy was required to be deposited in the front part of
the LAC. However, this requirement alone was not restrictive enough in that
it admitted a sizeable fraction of triggers from elastically scattered beam
particles that interacted in the LAC. To suppress this background we invoked
momentum conservation for decays of the type p -+ T 1°. Coulomb production
of the p- is essentially along the direction of the beam; hence, if the
decay T is emitted above the center-line of the apparatus, the ° must
appear below the center-line, and vice versa. A wall of up (U) and down (D}
counters (Ul, U2, U3; DI, D2, D3 in Fig. 5) was set up to cover the active
-area of the LAC, and to determine whether the trajectory of a charged par-
ticle was above or below the center-line. Fast differential cutputs from
the LAC amplifiers were added together for the upper and lower Y-strips in

the front half of the detector and discriminated to form signals indicating
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energy deposi£ion in the upper or lower half. The triéger was accepted
when > 10 GeV of energy was deposited in the upper (lower) half cof the LAC,
but only if there was no simultaneocus signal present in the U (D) counters.
Data were accumulated using a CAMAC system interfaced to a DEC PDP=-15
computer.  This computer also controlled monitoring and calibration of the
drift chambers and of the LAC system. Data were recorded concurrently for
three different kinds of triggers: the trigger type was latched so that all
information could be sorted out at the off-line analysis stage. Different
targefs (see Table I) were alternated throughout the running period and ad-
ditional triggers were ﬁa#en with no target present (for background sub-
traction). The integrated beam flux in the experiment was 2.2 X 109 T

and 1.0 x10° K at 156 GeV/c, and 0.79 X 102 17 and 0.13 x 10° ¥ at

260 GeV/c.

III. DATA ANALYSIS

A. Charged-track reconstruction

The coordinates measured in the drift and proportional chambers were
fitted to straight-line segments (one segment using the beam éhambers, one
the chambérs upstream of the analyzing mégnet, and one using the chambers
downstream of the analyzing magnet). The segments on either side of the
magnet were constrained to intersect at the center of the magnet and to
have the same slope in the vertical coordinate. (The uniformity of the
magnetic field of the BM109 magnet was sufficient to justify these approxima-
tions.)

As a result of the two-fold ambiguity between drift time and positiocn,
each drift chamber produced two possible coordinates for a single track.

These were treated on equal footing in the reconstruction process, and the



fit that yielded the best xz was chosen to define the trajectory of the
particle. The particle's momentum was calculated from the difference be-
tween the horizontal slopes of the track segments upstream and downstream
of the magnet; that is, p = 1.103 (GeV/c)/Asinb' - sin®), where 6 and 8°'
are the horizontal entrance and exit angles of the track through the mag-
net, and 1.103 GeV/c is tﬁe transverse impulse produced by the magnetic
field. The vertex for the interaction was defined by the point of closest
approach between the trajectories of the beam track and the outgoing

charged track.

B. Photon reconstruction

| Puring the initial stages of photon reconstruction, the X and Y pro-
Jections of the LAC were treated independently. The strips that had signals
above 100 MeV were interrogated to find local maxima (peaks) in energy
deposition. Pulse heights from three neighboring strips centerxed on a
peak were used to calculate a coordinate and an energy for a candidate
photon in that projection. For pulsé heights denoted as P1, P2, P3 (with
P2 being the largest), the projected energy was defined by E = b (a(Pl +
P3} +.P2); where a and b are c;nstants which were determined empirically
using electron-calibration data. The position of the photon relative to

the center of the P2 strip was given (in units of the strip width) by
2
X=[{0.4 + A(CL F vC2 + C3/a") 1 ,

where A = |P3 - Pl]/PZ - C4, and C1, C2, C3, and C4 are constants determined

once again, using electron-calibration data.



A photon was fully reconstructed whenever the energies from the two
projections, EX and Ey, agreed to within an empirically determined tolerance
given by

|E, - By

<
3173 0.5

[EX + 0.5 + 0.03 EX]
A second iteration of this procedure was needed to reconstruct events in
which showers from two photons overlapped in one view. In this case, the
energy from a shower in one projection was required to agree with the summed
energy from the two showers in the other projection.

After making all allowed correlations, the energies from the two pro-
jections and from the corresponding strips in the back half of the detectox
were added together to define the total energy of each photon. The position
of each photon was determined; as described above, using only the information
from the front half of the detector in each projection. Photon positions
were compared with the position of the charged track, extrapolated to the .
front of the LAC, and those photons that matched up with the charged track

(within 0.75 inches) wexre flagged as being electron candidates or inter-

acting hadrons.

C. Monte Carlo model

The reconstruction algorithms for the LAC and track chambers were
checked using.K_ + 7 1° events. These decays have guite similar kinematics
to p— > w-ﬂo decays; hence, a comparisen of the obgerved yield of K =TT
events, to that predicted, provides a good means for normalizing the pro-
duction cross section for p - ﬂ—ﬂo events. Differences in the efficiency

for detecting the two reactions were calculated via a Monte Carlo program.
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Kinematic variables for the respective reactions were generated using known
masses and expected decay-angular distributions. A beam trajectory was
selected from a distribution matching that of the data. Multiple-Coulomb
scattering of charged particles passing through the target material was in-
cluded, assuming a Gaussian approximation.l3 The limits of the magnet
aperture and of the various scintillation counters used in the trigger, as
determined from the observed boundaries in distributions of the reconstructed
positions of charged particles, were used to establish a fiducial region for
the acceptance of the apparatus.

| Trajectories for generated charged particles were converted to sets of
hits in the proportional and drift chambers, taking account of the measured
efficiency, resolution, and noise rate in the chambers.

Energy was deposited in those strips of the LAC which were struck by
generated photons, electrons, or hadrons. The lateral and longitudinal
deposition of energy was simulated to reproduce the distribution ohserved
in our studies of electrons and pions that showered in the detector.

The generated events were then .checked to ascertain that they satis-
fied the requirements of the trigger (see Sec. I1.D), and the track cham-
ber and LaC information was then reconstructed using the same algorithms

as used for reconstructing data collected during the experiment.

D. K +-ﬁ—ﬂo and X+ evn Decays

Comparisons were made between Monte Carlo predictions and data for
K =+ ﬂ-ﬂo decays. Several of these comparisons are Presented below, both
for data at 156 GeV/c and at 260 GeV/c. The beam particles for these events

were identified as kaons using the Cherenkov counters. Small background
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from Ke3 decays that contaminated the'K2TF sample was suppressed by using
the LAC to tag the electron. 1In particular, charged tracks with measured
momenta that agreed to within 10% with the energy deposited in the LAC,
and with extrapolated positions (from DWC's to LAC) that agreed to within
0.75 inches with the position of the accompanying shower in the LAC, wexe
defined as electrons.

Figure 6 shows the two-photon mass spectra for the K21r candidate events.
The solid curves are predictions of the Monte Carlo model. Events with
twofpﬁotdn masses between the arrows in Fig. 6 were assumed to be T 's.
Distributions in the summed energy of the m and the two photons for events
satisfying this ° mass requirement are presented in Fig. 7. The momentum
spréad of the beam was < 1%, hence, the widths of these distributions can
be attributed mainly to the resolution of the spectrometer. The excess of
events at low energies is predominately due to remnant KU3 and Ke3 back—~
ground. To further reduce this background, events in the K - ﬂ"ﬁo signal
were required to have a restricted total energy as indicated by the arrows
in Fig. 7. (Both Figs. 6 and 7 have vertex requ}rements on the recon-
structed tracks, which are described below.)

Figure 8 shows reconstructed decay-vertex distributions for K T
events which satisfied the two-photon mass and total enerqgy requirements.
The sharp falloff at the downstream end of the decay pipe was caused primarily
by the matrix-beam-veto requirement in the trigger. Losses near the origin
were caused principally by the veto counters surrounding the target. In
order to avoid any possible difficulties associated with these end regions,
only those events which had decay vertices between the arrows (35 inches

to 135 inches at 156 GeV/c, and 35 inches to 185 inches at 260 GeV/<) were
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selected for studying the resolution of the apparatus and for‘normalizing
production cross sections. The discrepancy near the origin between the
Monte Carlo and the data is due to the fact that the veto counters surround-
ing the target were not included in the Monte Carlo.

Distributions in the 7 T° invariant mass are shown in Fig. 9 for events
satisfying the Previcusly mentioned restrictions on the vertex, the two-
photon mass and the total energy. Again, the smooth curves are Monte Carlo
predictions, normalized to the total number of events in the distributions.
The n;ﬂo mass resolution for these decays is 10 MeV (standard deviation) at
156 GeV/c and 12 MeV at 260 GeV/c. The K =+ T 1° signal was defined using
the mass limits indicated by the arrows in these plots. In summary, K - T
decays were selected using the following restrictions: 1) kaon Cherenkov
signal for the incident track, 2) acceptable decay vertex, 3) charged track
not consistent with being an electron, 4) acceptable two-photon mass,

5) expected total energy, and 6) acceptable w-HO mass.

Studies of additional kinematic gquantities were made for events
satisfying the above restrictions. For example, Fig. 10 shows distributions
for the square of the distance (Rz) of the T trajectory in drift chamber
Dl relatiﬁe to the position of the beam trajectory extrapolated to Dl1. The
Mente Carlo model is in good agreement with the data, even in the vicinity
‘of the beam (R2 < 0.1 in2), where the efficiency and-resolutiOn of the

chambers deteriorates somewhat.

Y1 YZ) , for the

two photons from the decay T + YY are compared with the Monte Carlo pre-

Distributions in the energy asymmetry, |[E_, - EYZI/(EYI + E
dictiong in Fig. 1l. Because a wo decays isotropically in its rest frame,
these distributions would also be expected to be isotropic; however, losses

of low energy ($8 GeV) photons cause the fall-offs observed at large asymmetries.
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Angular distributions for X - 7 7" decays are presented in Fig. 12.
The angle @ is that of the charged pion relative to the flight direction
of the kaon, as measured in the rest frame of the kaon (helicity axis).
Becéuse the kaon has no spin, its decay-angular distribution should be
isotropic. Poor acceptance in the region of large cosfP corresponds to
losses of charged tracks due to the vetoing by the matrix-beam-veto, as
well as to losses due to vetoing (and inefficiency fox reconstructing) of
low enexrgy ﬁo}s. Once again, the Monte Carlo curves are in good agreement
with ﬁhe data.

A comparison of the t-resolution for the K -+ L signal for different
targets and different beam momenta is presented in Fig. 13, (If the resolu-
tion of the spectrometer were perfect, we would expect ail K-decays to
occur at t=0.) The effect of multiple-Coulomb scattering in the individual
targets is clearly observed in Fig. 13 and agfees well with expectations.

KeB decays were also studied in this experiment. As indicated above,
the electron was identified using the IAC. The decay-vertex distribution
and the electron momentum spectrum for évents having an identified electron
and an acceptable 7° are shown in Figé. l4a and 14b, respectively. The
matrix eléments for Ke3 decay, listed in the recent Particle Data TableslB,
were used in generating the Monte Carlo events. The same acceptance model

that was used for X - I decays produced good agreement between the Ke3

data and the Monte Carlo predictions.

E. Corrections to the data

The Monte Carlo model did not include corrections for processes such
as deca?s or secondary interactions of particles in the target or in the

material of the spectrometer., However, these losses depend only on the
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event topology, and can be categorized as follows: (1) beam related cor-
rections, (2) target-dependent corrections, and (3) corrections related to
the design and performance of the spectrometer. Multiplicative correction

factors used for these items are described below.

(1) Beam-related corrections

The procedure used for measuring the incident beam flux was described
in Sec. II. Corrections were applied to account for decays and interac-
tions of beam particles, and for misidentification of particles by the
Cherenkov countexs. These (generally small) correction factors for dif-

ferent beam particles and incident momenta are listed in Table II.

(2) Target-dependent corrections
The yields were corrected for absorption of charged particles and
photons in the target, and for triggering losses caused by S-rays produced
in the target. (Refer to Table I for a summary of properties of the targets.)
The effect of losses due to G-rays was measured for only one target:
(Cu-2) , and the results extrapolated to the other targets. To measure
the ﬁetolrate caused by this source, a trigger was implemented that required
beam particles to pass the target and strike the BA counter, (see Fig. 5).
The coincidence rate between the counters V1-V4 and the BA counter was in-
terpreted as the veto rate due to O-rays produced in the tarqet. (A small
rcorrection of 0.5% was made for random firing of the V1-V4 counters.) The
measurement for the Cu-2 target indicated that 4.1 + 0.5% of all beam-like
tracks produced §-rays that would veto good events. Because of differences

in multiple-Coulomb scattering, extrapolation of this rate to the other
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targets was somewhat uncertain. Nevertheless, because all targets were of
similar thickness, the coxrection factors for §-ray vetos (summarized in the
second column of Table III) were estimated to be accurate to +2%.

Using the approximate formula: N(2)=Noexp(—7l/9},l4 where £ is the number
of radiation lengths of material in the path of the photon, a correction was
calculated for the loss of photons through conversion to electron-positron
pairs. For interactions occurring in the target, L was taken tc be half of
the target thickness. The third column of Table III lists the coxrection
factors that were applied to events in which a ° (two photons) originated
in the target.

In order to account for differences in nuclear absorption cross sections
for‘different types of incident particles, the data of Allaby et al15 were
used to calculate the correction factors for charged-particle absorption in

the targets. These are listed in Table III.

(3) Spectrometer-related corrections

The remaining kinematics—indepéndent corrections that we considered
are described briefly in Table IV. Additional small losses that may have
been presént because of possible inefficiencies in the electronics havé been
ignored because such losses had similar effects on all of the data, and
would be automatically corrected through the normalization of yields to
K - ﬁ-ﬂo decays.

3 check of the reliability of the correction factors, and of the Monte
carlo model for the acceptance, is indicated in Fig. 15, where ratios of the
observed to the expected number of K-decays are plotted for different targets
and enefgies. Production cross sections for ﬁ_ﬂo, Kfﬂo and pﬂo final states

were normalized by dividing the observed yields by these ratios.
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The cross section for one interaction can be written as follows:

_ _A (C.F.)
O{per event) = N ot (incident flux)
where No = 6,02 X 1023 is Avogadro's number, and pt is the thickness of the
target in gm/cmz. The correction factor {C.F.) includes the terms listed
in Tables II, III, and IV, the geometric acceptance (averaged over any
particular range of kinematics, e.g., a T mass interval), and the normal-

ization to the yield of K-decays.

F. __A+(1232) Production

‘ To check our application of the Primakoff formalism to the p , we in-
vestigated Coulomb production of the A+(1232) resonance, in which case the
radiative width is known. In order to obtain sufficient statistics for
this study, several data runs were taken using a positively charged beam.
The results were compared with predictions of the Primakoff formula based
on input from the photoproduction reaction Yp +-pw°.l6'l7 The cross section
for the latter process ig doﬁinated by the‘A+(1232) resonance, and agreement
between oﬁr data and predictions from the photoproduction measurements would
lend further credence to the reliability of our measurement of the radiative
width of the p-.

Events selected as candidates for ccherent pﬁo production satisfied the
same ;estrictions on the two-photon mass and total energy as were used for
selecting K-decays. An incident-proton signal was required in the Cherenkov
counters, and the interaction vertex was required to be within 25 inches of

‘ . o .
the target. Coherent production of pw systems on nuclear targets is com-

plicated somewhat by the presence of background from diffractive production.
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The Coulomb process, which is our primary concern, dominates at small momentum
transfers (t). But just as in the case of p production, where other ex-
changes (w° and Az) contribute at larger values of &, diffractive production
contributes significantly to coherent production of low-mass pﬂo systems at
larger momentum transfer.18 The diffractive process, which involves mainly
no isotopic spin exhgnge, can, in principle, ke separated from resonant P33
Coulomb production by means of a partial wave analysis; but this regquires
substantially more data than we had available. Therefore, in order to
emphasize Coulomb production, we restricted the pﬂo data sample to those
events having t < 0.00L1 Gevz.

The correction factors from Tables 1I, III, and IV {for a protcon beam
and a éﬂo final state), the K+ > ﬂ+ﬂ° normalization factor, and the Monte
Carlo generated acceptance were applied to the pﬂo data sample. The measured
differential cross section is shown in Fig. l6a as a function of mass.
Figure 16b shows the mass-dependent acceptance of the spectrometer for the
decay of a J = 3/2 state produced at small t through photon exchange. The
solid curve in Fig. l6a was obtained by substituting the cross section
OY(YP - pﬂo) measured by.Fischer et al.16, into Eq. (5) and integrating over
_t. In performing this integratioﬁ,Ait was necessary to account for the
resolution of the spectrometer. Uncertainties in the cross section.for
Yp pﬁo and in the resolution limited the accuracy of the comparison to
about 10%. (The resolution extrapolated from that found for K+ > o
_decays was used in these calculations.) The data points at the low-mass
end of the spectrum tend to be "V20% above the prediction. In this region
the acceptance is poor, and, as a result, the measured cross sectipn is wvery
sensitiﬁe to the parameters used in the Monte Carlo. Nevertheless, the
integrated cross section for the range 1.13 GeV < M o < 1.4 GeV is only

pT
11% above the predicted values.
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+
The decay-angle distribution of the A events is shown in Fig. léc, along
with the Monte Carlo prediction. The data selected for this plot were re-

stricted to the mass interval 1.14 GeV < M o < 1.28 GeV, and to t < 0.001 Gevzn

pT
+ . . . . . .
For pure A production, ignoring acceptance, the distribution should have the

form 1+(3/2)sin28. Incoherent background from an S 1 term would be isotropic,

1
and background from diffractive production would depend strongly on mass and
momeﬁtum trénsfer.18 We regard these results as consistentlwith A+ dominance
of the data for t < 0.001 GeV> and M o < 1.28 Gev.
: T
. This check has therefore providgd further confidence in our normalization
procedure. Even for the kinematically sensitive region of A+ production and

decay (low-momentum 7° and very high-momentum p) we have cbtained results

which are consistent with expectations at the 10% level.

G. T A+ AT T

The sample of T events from Reacticon (10) was required to have two-
photon masses and total energies within the same limits used to define
K+ decays. Figure 17 shows distributions for the reconstructed in-
teraction vertexes for these events for the Pb-2 target. Corrections have
been madé for target-empty background, present at a level of =3% for the.
Ppb-2 target. To satisfy Reaction (10), the data were required to have re-
constructed vertexes between the positions indicated by the arrows in these
plots (+15 inches at 156 GeV/c and +20 inches at 260 GeV/c). The solid curves
are Monte Carlo predictions, using the same parameterization of the spectrom-
eter as was used for K - m T decays. The P~ Monte Carlo events were generated

-6000t ~1280t

at small t according to the steep distribution e +1.27 e ; Wwith a mass

spectrum expected from Primakcff production. (The acceptance was found to he



essentially independent of t for t < 0.1l Gevz.) The decay of the P was gener-
ated according to the expected sinzesin2¢ form in the Gottfried-Jackson frame.

Figure 18 displays T 1° mass distributions for different nuclear targets
at the two enexgies. These events satisfy the restrictions outlined in the
previous paragraph. All spectra exhibit prominent peaks at the mass of the
0~ and show little evidence of background from other processes. Exceptions
are the distribution for the Cu-l target at 156 GeV/c and distributions for
the 260 GeV/c déta; these show an. additional peak at Q.5 GeV caused by
K 7~ 7° avents for which the incident K was improperly tagged as a T by
the.Cherenkov counters. To avoid this background, we required that the
7~ 1° mass for the P sample be within the 1imits of 0.55 GeV and 0.95 GeV,
and-subsequently corrected the cross section for events removed by this
restriction.

Distributions in the reconstructed energy of W a° systems are shown in
Figs. l%a, 19b, and 19c for carbon, copper, and lead targets, respectively.
All events satisfy the vertex and two-photon mass regquirements. The data
are shown both for no restriction on t, and for £t < 0.002 GeV2 {the shaded
areas). Inelastic background is evident in the low energy tail of the dis-
tributions. The most likely source of such background would be coherent
Al + 7o production in which one of the m°1's was not detected or was im-
properly reconstructed. The gooa energy resolution of our apparatus allowed
us to eliminate most of this background by requiring that the total energy
of the e system be between the values indicated by the arrows in Fig. 19.
From studies of these distributions we have estimated that, for the worst
case (carbon target), the inelastic background is 3% of the coherent signal

for t < 0.002 Gevz.
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Further evidence that the p— signal is produced ccherently is provided
by the decay-angle distributions shown in Figs. 20a and 20b. In addition
to the cuts used to define the pb signal, these data have been restricted to
have t < 0.002 GeV2. The results are in excellent agreement with the sinze
form expected for the decay of coherently produced p- mesons. At small values
of t, the ¢ dependence is dominated by the resolution of the spectrometer,
thus the data for Coulomb production do not clearly display the expected sin2¢
distribution. However, data on carbon contain a significant contribution
from coherent strong production at larger values of t, and, as seen in
Fig. 20c¢, the distribution for these data agrees quite well with expectations.
The correction factors applied to T n° data for different targets and
different energies are given in Table V, along with the values of the cross
section per event. In this table, the geometric acceptance has been averaged
over the mass interval 0.55 GeV < M _ o < 0.95 GeV. The small difference in
the geometric acceptance for the twg :argets in the 260 GeV/c data is due
to minor differences in the size of'the VE counter used in the trigger.
Diffefehtial cross sections for p production on different nuclear
targets are shown in Fig. 21. The distributions have been corrected using
the factors in Table V, and a background subtraction was performed using data
taken without a target in position (target empty). The sharp forward peak,

increasing roughly as 22 for different targets, indicates that p_ production

is dominated by the Coulomb process.



IVv. FITS TO A MODEL FOR COHERENT PRODUCTION

We have applied the standard optical model for the nucleuslg to fit the
differential cross sections shown in Fig. 21. To emphasize the relevant
parameters that will be extracted from the fits, namely TY, Cg and ¢, we
rewrite Eq. (9) in the following form:

<= I'I?rfc(t) + ei¢clsifs(t) 2, (12)

The target-dependent amplitudes, fc and fs, were calculated as described
below.

The amplitude for nuclear Coulomb production of.a narrow resonance is
givén by Eq. (7). However, for p we must use the more general expression
given by BEg. (5), in which we substitute the form of a relativistic Breit-

Wigner resonance:

2 2Jp+1 7 msf(p + )T (p > 7Am

2.2
p)

8TM
2 2
M —m,n)

’ Uy(Yﬂ -+ TT) (13)

2 2341 o2 0

( +m§[’2 (o + all)

I'{(p + all), T(p ~ my) and ['(p + ) are, respectively, the mass dependent
total width, and the partial widths for the decays ¢ > Ty and p * TT.
These widths can be rewritten in terms of the widths at resonance, as follows:
T(p - =T M aqTtp>mm) =T M), where m) = m ) = 1.

(p +~ mY) YgY( ) and T'(p ) pqp( ), whe gY( p) gp( 0

(For the case of the p we may take T(p » all) = T'(p ~1m) .} Inserting these

formulas into Eq. (5) and integrating over M2 yields:
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27 +1
do _ 2
i S R
ki
‘ 2 m I t-t
2 M 1 o p min | 2
X j M g (M)g_{(M) = F _(t)
2 237y piym 2 2.2 22 2 2 |c
M= M + mT
{ m“) ( mp) mpgp( ) 0 t

(14)

Note that in the limit Pp * 0 the Breit-Wigner formula becomes a 6-function
and we regain Egq. (7).

The M-dependence of the term (t—tmin)]Fc(t)|2/t2 is very weak; we con-
sequéntly used the form of Eg. (5) for the Coulomb amplitude and applied a
correction factor to account for the finite width of the p . This cor-
rection factor was obtained by integrating numeric;lly over sz in Eq. (l14).

For the energy dependence of the widths we used20

2
2 2%
k o)
g. (M) = L—% -_,
Y LN
© (15)
2q
9o ) = [3“}3 2 !
o g +qf

where k and g are the momenta in the Ty and TN rest frames, respectively.
(Values at resonance are subscripted with a zero.) Substituting values
for mp and Tp from the Particle Data Tablesl3 into Eq. (14) produces the

correction factor, Cfm = 0.87 £ 0.02, for the finite width of the p“.

Fits were made to the T T° mass spectrum for events at t < 0.002 GeV2

using Eq. {15) as well as other forms for the energy dependence. We did
not have sufficient statistics to clearly establish the parameterization

for the p-line shape. However, all fits with acceptable x2 values gave
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similar values for the mass and total width of the 0.21 Results using
Eq. (15) are shown in Fig. 22 for data on lead at 156 GeV/c and 260 GeV/c.
The arrows in these plots indicte the regions used in the fits. The re-
sulting values were, mp = 767 * 3 MeV and Fp = 140 £ 10 MeV at 156 GeV/c,
and mp = 773 £ 4 MeV and Fp = 150 * 10 MeV at 260 GeV/c. The errors
indicated here are statistical only. There is an additional systematic
uncertainty of +4 MeV in the value for mp.

Using the finite~width correction, and following the formalism given in

Ref. 19, we can rewrite the Coulomb amplitude as follows:

5 mp 3 11/2
f (t) = [2417&2 wa[ > 2} :[ Fo(q) ‘ (16)

m =

p T
where q is the four-momentum transfer (q2=t). Defining @T as a unit vector

,_>
along the transverse part of the momentum transfer vector g, the electromag-
netic form factor of the nucleus, which is just the Fourier transform of the
> >

charge distribution, may be written in terms of the electric field, E(x), of

the nucleus as follows:
' 1 3 '+ 7 e e o
Fc(q) = —“‘J d SV CE(), (17

* - -
wi and wf are, respectively, the incoming T and outgoing p wavefunctions,
in the form of Coulomb-distorted plane waves, modified to account for ab-

. . . . 2 . 72
gsorption and scattexing inside the nucleus. {(Note that g = |q| .

For performing the integration, the z axis is defined by the beam
direction, and the transverse coordinate is referred to as the impact
parametér, b. BAbsorption is introduced using the nuclear thickness

function, T(b):



o;rT(b) = GT;' A f dz g(brz)f

where g(b,z) is the density distribution for nuclear matter. U& = (l'--iOL)C}',iT ‘

where 0'Tr is the total TW-nucleon cross section, and o is the ratic of the

real to imaginary part of the forward scattering amplitude for T-nucleon

collisions. (In our calculations we have assumed Up = GW.)22 Elastic

scattering in the nuclear Coulomb field will introduce an additional phase
given by
(=]
2
Xo(b) = -z fdz s(hZ + 22,
-~ OO
. -+ 3 > > A .

where ®{r) = f 4d r'g(r')/lr—r'l is the Coulomb potential of the nucleus.

+
Assuming g(r) to be spherically symmetric, we obtain from Eg. (17):

°° ) ~TT () /2 ix, (b)
Fo(q) =4m [ db b Jl(qu)e _ e
o]
® 'sz+bz
[ cos{zqy ) J 5 )
x dz ——m——— dx x"g(x) , {18)
o (z2 + b2)3/2 5

where qT and q" are, respectively, the perpendicular and parallel com-
ponents of the momentum transfer relative to the incident beam direction.
In the manner employed by Bemporad et al.9, we calculate the Coulomb form

factor in the three regions indicated in Fig. 23. The charge distribution
. , . . 2 2.1/2
1s taken to be a uniform sphere with radius R = [¢” + (7/3) (ma)“] .

1/3

where c= 1,122 fm and a = 0.545 fm.23 These terms correspond to

parametérs for an average radius given by the Woods-Saxon distribution,
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g

g(r) = 2 (19)
r-Cc
1+ expl( 3 )
Numerical integration was performed in each region as follows:
R o'T(b)/2 1ix.(b)
° 1 -
it .2 g pie " e ¢ I, (ap)sin(g /&2 - b2
o) R3 1 i
9" o '
” iX...(b)
X
extl _ C
Fo = qy f db bKl(q"b)Jl(qu)e
' R
R -0 T(b)/2 iX.(b) Z cos(q2)
ext2 _ 2 T C Il
FQ = J db b” e e Jl(qu) J dz ( 2, b2)3/2 .
° 2.2 (20)

R™-b

The amplitude for hadronic P production follows the form of Eq. (8),
1 .
and for a point nucleus becomes Cs/qu. The Fourier transform of

this amplitude is:

L
To(r).-_.- Bquelqqu

(2m)
-

ic > _ >

_ s3 K [d3q iar
(2m)
1/2
icC

~ > .
S * 663(1') r




which indicates that strong production is proportional to the gradient of

the nuclear density. Generalizing this result to the case of an extended
. i9

nucleus we c¢an write:

>+ -g)T(b)/2 ix.(b)
3 T o T e < ﬁT ° %g(;) . (21)

fs(q) = Aj J d"r
Because this amplitude is more sensitive than the Coulomb amplitude to
nuclear shape, we therefore used the Woods—Saxon distribution, given by
Eq. (19), to characte:ize the nuclear shape in strong production. Sub-

stituting Eq. (19) into Eg. (21), we obtain:

2mg_ iqz 2 ) ~o1T(b) /2 iX,(b)
fs(q)= Y J dz e J db b" I {gpb) e e
P ] o
[/42 + b2 - c]
exp =
x (22)
2. .2 2
éz + b2 1+ exp z +b -c¢

a

Before comparing these calculations with the data, we tock account of

the resolution of the spectrometer. The ocbserved cross section, do/dt, is
—

~ + 2
a convolution of the true cross section,dd/dt,with a resolution function, R(qT,qT)ﬁ

do _ 2 >
at = J d qT R(qTqu)

dg
dt

(23)

We assumed that the resolution function can be parameterized as a two-

dimensional Gaussian in transverse momentum, that is:
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-+ z 2

- T o1 lq“I‘-q‘I‘l
R{dp/dp) = - exp >
2mA -24

where E& and ET are the exact and the resolution-smeared transverse momenta,
respectively.

The standard deviation, A , was determined from K - n—no data, for
which ET = 0. The Monte Carlo model for coherent o production indicated that
the value of A at §£=0 was valid for finite ET as well. In order to account for
differences in multiple-Coulomb scattering in different targets, as well as for
small topological differences between K -+ ﬁ—wo decays and p- events, the value
of A used inrthe analysis of any particular set of p— data was obtained by ex-
trapolating (via the Monte Carlo model)} the A determined from the t-distribution
of the corresponding K - ﬁ_no data sample.

Folding in the resolution, the t-dependent factors fc(t) and fs(t) were
calculated and averaged over t-intérvals corresponding to the binning of the
data. The three parameters, FY, CS, and ¢, were then varied to obtain the
pest fit of Eg. (12) to the data. We restricted the ranges of the fits,
typically, to t < lO(ﬁc)z/R2 (first minimum in the optical model) to
minimize the dependence of the results on details of thg model, as well as
to aveid :egions of large t whezre thére is mofe background and the resclution
is less well known.

Table VI summarizes the results of the fits for the indicated ranges
of t, and for the resolution-parameters shown in the table. In the global

s and ¢ were constrained to be the same for all nuclei. The errors

fits r?, C
on the extracted parameters are statistical. To check the stability of the
solutions, we varied the ranges of t used in the fits; also, we performed

fits 1nclud1ng an incoherent background term of the form Dexp(—Et), where

D and E are constants. In all cases the fits yielded acceptable X values,
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and fluctuations in the values of the parameters for any target were within
errcr. (For example; folding in systematic uncertainties in guadrature with
statistical errors yielded a XZ of 5.5 for the deviation of the six individual
measurements of RY at 156 GeV/c about their mean.) Fits were also performed
using different values for the resolution (Q). It was found that a 10% change
in A produced a 4% change in the fitted value of FY'

In Table VII, we tabulate typical integrated values of [TC|2, ]Tslz, and
the interference term from Egq. (9), for t < 0.005 GeVz. These values were
calculated from numerical integrations over fitted curves. As an example
of the shapes of these separate terms, we show in Fig. 24 the unsmeared

Coulomb and strong-exchange cross sections for the Pb-2 target at 156 GeV/c.

Ve CONCLUSIONS

Based on a weighted average of the fitted values for I'(p =+ T Y) given
in Table VI, and the checks of our normalization procedure, we guote the
value 71 + 7 KeV for the radiative width of the P . The major sources of
uncertainty in this result are: norﬁalization to K-decays (+4%), correction
for the p-mass cut (+3%), and parameterization of the resolution function
(+4%). The value for CS is not well determined, but is consistent with ex-
trapolations from measurements made at lower energies..z4 Our data are also
not very sensitive to the relative phase 9.

our result for I'(p -~ T Y) is in good agreement with our previously
. reported \a'a.ll.ma,:LO but is substantially higher than that of the earlier ex-~
perimental measurement.4 It is likely, however, that this discrepancy
can be understood to result from the model used in the analysis of the
previous experiment. At low energies, A2 and T exchange can contribute to
hadronic P production with an amplitude proportional to the neutron-proton

excess.25 In their calculations Gobbi et al.4 assumed that only w® exchange
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would contribute. Their fits showed a marked dependence on target material,
and unless they constrained CS to be the same for all targets, they could
only determine a limit of 30 KeV to 80 KeV for T'(p + TY), a result consistent
with ours. In our experiment we do not observe any obvious dependence of T
on nuclear target. This is presumably because, at our energy, Coulomb pro-
duction dominates over strong production. (That iz, our data are insensitive
to I=1 exchanges.)

Using our value for F(p— -+ ﬂqY) we obtain the ratio T(p_ + ﬂ‘Y)/P(wo - ﬁoY)
= 0.090 + 0.013, which is in reasonable agreement with the quark model pre-
diction of 0.107. But, in fact, if we- substitute the latest values for uu
and ud,deduced from measurements of the proton and neutron magnetic momentsJ,'3
inté Eq. (4) we obtain a predicted ratio of 0.090, which is in even better
agreement with our measurement. An overall fit to vector-meson radiative
widths is also far more consistent with symmetry schemes when our value for

T(p~ + T Y) is used in place of the older result.26
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Table II. Correction Factors for Beam Flux

Momentum {GeV/c)

+156

+

0.01
0.005

G.007

l.03

1.06

1.02%

260

t 0.01
* 0.02

* 0.007

Target-Dependent Correction Factors

Beam
Particle -156
type
K 1.03 £ 0.01 1.03
P | 1.04 £ 0.015 1.017
T 1.025 * 0.007 1.027
Table III.
Absorption
of photons
Target G-ray veto ‘2 from a T°
c 1.063 £ 0.02 1.086 * 0.008
Al 1.043 * g.02 1.089 * 0.003
Cu~1 1.026 £ 0.02 1.088 = 0.003
Cu-2 1.043 * 0.005 1.187 = 0.003
Pb~1  1.015 % 0.02 BRITE: 0.006
Ph-2 1.026 * 0.02 1.241 % 0.006

Charged~track absorption

1.042-

1.020

1.008

1.017

1.004

1.008

K

1.038

1.018

1.008

1.016

1.004

1.007

P

1.062

1.028

1.011

1.022

1.005

1.009

(a) This was measured only for Cu-2 and extrapolated to other targsts,

assuming that the effect scaled with target thickness in gm/cm

(b) Errors are somewhat smaller than those in column 3.

-

(b}
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Pable IV. Corrections Related to the Design of the Spectrometer

Spectrometer-Related Correction Correction Factor

a) Absorption in the S-counter

(0.21 + 0.02 gm/cm2 of polystyrene)

pion absorption 1.002 + 0.0004
kaon absorption ) 1.002 # 0.0004
proton absorption 1.003 + 0.0006
absorption of photons from n decay 1.008 ¢ 0.0010
b) ~ Material in the chambers, counters, etc.
amounted to 2.3 + 0.2 X 10-2 proton-collision
lengths and 6.9 + 0.4 X 1.0_2 radiation lengths.
pion absorption 1.015 £+ 0.003
kaon absorption 1.014 + 0.003
proton absorption 1.024 + ©.003
absorption of photons from ﬂ decay 1.114 + 0.005
c) Losses caused by random firing of any of the
counters V1-v4, H, Al, A2, AM, and the u/D
counters. : 1.010 + 0.003

d) Correction due to an upper-level discriminator
threshold that was applied to the S-counter
signal. This correction, for losses of triggers
with large pulse heights (high-enexgy tail of
the Landau energy-loss distribution}, was
estimated from a pulse-~height spectrum obtained
with the upper-threshold requirement removed

from the trigger. 1.027 + §.005
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Table VII. Integrated Cross Sections for Coherent © Production on Nuclei

.005 .005 005
Target atjr.|? at|1 |2 2Re dt 147 _et?
o s Cc's
[a] Q Q
{ub} : (ub) (ub)
-156 c 6.9 * 0.9 0.9 £ 0.3 0.7 * 0.4
GeV/c al 35.7 * 4.6 3+1 g * 5
Cu-1 113 £ 12 11 % 4 30 * 30
cu-2 139 + 14 7% 7 25 % 25
Pb-1 906 + 128 24 * 16 51 % 49
Pb-2 1057 + 81 20 =+ 8 25 * 40
-260 Cu-2 173 + 28 6 * 7 17 * 15
GeV/c Pb=2 993 * 116 117 * 56 142 % 100
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FIGURE CAPTIONS

a) Diagram for Primakoff production in the Coulomb field of a

nucleus of charge Z. b) Gottfried-Jackson reference frame for

- - 0
the coherent process T A =+ AT T .

Schematic diagram of the spectrometer.
Schematic diagram for the assembly of the liguid argon calorimeter.

Studies of the response of the LAC to Bremsstrahlung electrons.
a) Energy resolution of the LAC (standard deviation squared) as
a function of electron momentum. The dashed line corresponds to
a resolution function of the form cg = 0.18 + (0.20)2E (Gevz).
b) Plot of the difference between the X-position of the electron

as measured by the drift chambers and as measured by the LAC,

Schematic of the arrangement of scintillation counters used in

the trigger.

Distributions of two-photon masses for K-decay events at 156 GeV/c
and 260 GeV/c. The arrows indicate the limits used to define ﬂo'S-
The smooth curves are predictions of the Monte Carlo normalized

to the total number of events in the distributions.

Distributions in the total energy of W—ﬁo systems resulting from
X decays. The arrows indicate the limits used to define K - ﬂ-“o
events. The smooth curves are Monte Carlo predictions normalized

to the number of events between the arrows.

Decay-vertex distributions for K + W—wo events at 156 GeV/c and
260 GeV/c. The arrows indicate the data sample chosen for studies
of resolution and normalization. The smooth curves are predictions
of the Monte Carlo normalized to the number of events between the

arYOows.
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. , \ ) -0 - - -
Distributions in the T T~ mass for K - v ﬂo decays at 156 GeV/c
and 260 GeV/c. The smooth curves are predictions of the Monte
Carlo normalized to the total number of events in the distributions.

The arrows indicate the limits used to define the K + 1 710 signal.

Distributions in the square of the transverse distance of the T

. from beam center for XK -+ 1 1° decays at the position of the DL

chamber for 156 GeV/c and 260 GeV/c. The smooth curves are pre-

dictions of the Monte Carlo.

Distributions in the energy asymmetry for the two photons from T°
decays resulting from K - 7 77° decays at 156 GeV/c and 260 Gev/c.

The smooth curves are predictions of the Monte Carlo.

Decay-angle distributions in the helicity frame for the process
K -+ ﬂ-vo at 156 GeV/c and 260 GeV/c. The smooth curves are pre-

dictions of the Monte Carlo assuming an isotropic decay of the K .

t-distributions for K - w_wo events accumulated with a lead target

at 156 GeV/c and 260 GeV/c, and no target in place at 156 GeV/c.

Sample of Ke3 events accumulated at 156 GeV/c. a) Decay-vertex
distribution. b) Electron momentum spectrum for those events with

a decay vertex between the arrows indicated in a). The smooth

curves are predictions of the Monte Carlo.

Plot of the measured yield divided by expected yield for K - ﬂ—ﬂo
events for different targets and both incident energies. (Points

for which no target was present are indicated by the symbol MT.)

a) Cross section for the process p + Pb + Pbh + pwo for ¢t < 0.001
GeV2 as a function of M » The solid curve is the prediction for
Coulomb production of 4 A+(l232) based on measurements for the
process yp - pwo. b) Mass-dependent acceptance of the spectrometer
for the process A+ - pﬂo. c) Decay-angle distribution in the

Gottfried-Jackson frame for pﬂo events produced on lead at



Fig. 17

Fig. 18

Fig. 19

Fig. 20

Fig. 21

Fig. 22
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t < 0.001 GeV2 with 1.14 GeV < M, < 1.28 GeV. The smooth curve is
P
the prediction of the Monte Carlo assuming a 1 + 3 sinzesin%$ dis-

tribution for'A+(1232) decay.

Interaction-vertex distributions for the process T Pb - PLT TC at

156 GeV/c and 260 GeV/c. The smooth curves are predictions of the

‘Monte Carlo normalized to the total number of events in the dis-

tributions. The limits indicated by the arrows were used to define

interactions in the target.

ﬂﬁﬂo mass distributions for the coherent process T A > am m° for
the different targets at the two energies. The arrows indicate the

limits used to define P production.

Total energy for the process T A~ Aﬂ“WO on a) carbon, b) copper,
and ¢) lead at 156 GeV/c. The shaded regions correspond to events
at t < 0.002 GeVz. The arrows indicate the cuts applied to define

- o .
the coherent ™ T signal.

a), b) Acceptance-~corrected distributions of the decay angle in

the Gottfried-Jackson frame for the process T Pb + Pbﬂﬁno at

156 GeV/c and 260 GeV/c. The dashed.lines indicate the sin26 shape
expected for decays of coherently produced p- mesons. ¢) Distribu-

tion in the Gottfried-Jackson angle ¢ for the coherent process

T Cﬂfﬁo at 156 GeV/c. The smooth curve is the Monte Carlo

prediction, based on a sinzﬁsin2¢ decay of the p  and a t~distribu-

tion similar to that observed in the carbon data.

t-distributions for the process'n-A-+ AP for the different targets
at the two energies. The curves are fits to the data used for ex-

tracting the parameters listed in Table VI.

Acceptance-corrected ﬂ-ﬁo mass spectra for the process T Pb > Pbﬁ_ﬁo
at small t at 156 GeV/c (a), and 260 GeV/c (b). The acceptance

is indicated by the curves above the data. The smooth curves
through the data points are fits assuming the Breit-Wigner shape

described in the text.
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Fig. 23 Definition of the regions over which the electromagnetic form

factor is calculated.

Fig. 24 Relative contributions from the Coulomb and strong terms
in coherent P~ production at 156 GeV/c on lead, prior to

the introduction of resolution smearing,
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